
Cloud computing

wznd85

December 8, 2017

1 Infrastructure Management

1.1 Answer

For this business, due to the critical nature of the infrastructure and the need
for a custom software stack, I believe an Infrastructure as a Service (IaaS) model
would be best to use. Furthermore, I would incorporate a hybrid cloud solution,
with the aim of hosting the website on a public cloud; the reason being to reduce
latency for users, and to deal with variable demand load while being infinitely
scalable. The private cloud would be necessary to host sensitive data as this
offers more security than the public cloud.

1.2 Deployment techniques

Cloud computing has become a corner-stone of successful businesses, offering up
scalable on-demand self-service [1], and allowing the provisioning of computing
resources - whether that be servers, storage, networking, etc - with minimal
management effort [2]. It consists of three service models and four deployment
models and it is essential to choose the appropriate combination of the two for
this business.

The three service models are Software as a Service (SaaS), Platform as a Ser-
vice (PaaS) and Infrastructure as a Service (IaaS). Definitions vary but SaaS is
generally considered to deal with ready-to-consume software applications which
address a specific business function and offers limited customisation for the cloud
consumer [3]. PaaS solutions provide the environment and software platforms to
allow consumers to develop and host their own applications [3]. IaaS solutions
provide virtual computing and storage resources to the consumers and offer the
most control as the user must manage the content of the virtual resources [3]. A
SaaS solution is not applicable in this scenario as the business needs to manage
its own custom software stack. Furthermore, I believe IaaS would be the better
option as it offers a higher level of scalability and reliability compared to PaaS.

The four deployment models in use are as follows: Public cloud which involves
a cloud provider leasing its infrastructure to many customers; Private Cloud
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which involves a company managing its own cloud; Hybrid cloud which involves
using both a private and public cloud; Community cloud which involves organ-
isations collaborating on a community-specific cloud [3]. For the purposes of
this essay I will not consider community clouds as they are not widely used and
do not offer any particular benefits over the other models.

Public clouds offer the benefit of low capital expenditure (CapEx) as no
physical hardware is needed in the business however, the operating expenses
(OpEx) can be high. Private clouds have a much higher CapEx but a lower
overall OpEx. The benefits of a private cloud involve being able to use the
same virtualisation technology used within a public cloud without the security
risks that come from the multi-tenant environment created in a public cloud (as
described in section 2). One downside to a private cloud is the lack of scalability
when compared to a public cloud, and as this business requires an infinitely
scalable solution a full private cloud solution is not appropriate. Hybrid clouds
try to solve this issue by using cloud bursting to extend private clouds into public
clouds at times of extreme loads, and they tend to support higher resilience,
availability and reliability [3].

In this case, assuming that the business has a website component and a
database component, I would use a hybrid solution, hosting the website in the
public cloud (so as to not have latency problems for users) and hosting the
database in a private cloud (particularly if it stores any sensitive user data).

Figure 1: Difference between SaaS, PaaS and IaaS [4]

1.3 Autonomic Management

Clouds are complex [5], large-scale, distributed and dynamic; the management
of such an elastic infrastructure is a challenging task requiring co-optimisation
at multiple layers [6]. Quality of Service (QoS) requirements form the basis
of Service Level Agreements (SLAs) and any violation of these results in a
penalty for the provider so there is a need for a reliable, autonomic method
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for provisioning resources to users. The idea of autonomic management is
to provide self-monitoring, self-repairing, self-optimising, self-protecting, self-
managing systems [7], [6], [8].

There have been a few proposed methods to provide autonomic management
and they all rely on a way of monitoring the delivered services to ensure QoS
requirements and avoid SLA violations.

[8] proposes an agent-based architecture where resources and virtual ma-
chines (VMs) are associated with worker agents that monitor changes in their
local environments and take adaptive actions supervised by a network of man-
agement processes to achieve overall QoS. More recently, [5] proposed an SLA-
aware solution (called STAR) which focuses on reducing the SLA violation rate
by analysing cloud workloads to determine the feasibility of porting specific
applications to the cloud, classifying the workloads based on security needs,
network needs, variability of load and other QoS metrics, verifying availabil-
ity of resources, and then assigning resources via IBM’s autonomic model which
consists of four stages: monitoring; analysing; planning; executing. Performance
is monitored throughout execution to maintain efficiency by allocating more re-
sources or re-negotiating SLAs depending on the scenario; this would be useful
for this business as there will be varying demand load and a need for infinite
scalability, meaning the provider will need an autonomic system to manage the
resources and conform to the SLAs during runtime.

When it comes to deploying and executing non-native applications on the cloud,
a problem arises as some applications may take days or even weeks to complete;
monitoring is needed to ensure work is not lost just before completion. [7] ex-
plains how monitoring is usually realised by heartbeats (presence notification
messages send from each virtual machine (VM) to a monitor).

1.4 Scalability under constraints

Typically load varies on a website or application due to a variety of factors
including time of day and season and due to this there is a need to deal with
varying capacity [9]. Rapid elasticity (also known as autoscaling) solves this
problem and is one of the five essential characteristics that attracts users to
the cloud [1]. Within a cloud, autoscaling must be realised to not only increase
resources to meet peak demands but also scale down resources to optimise costs
at times of low demand. An example of real-world autoscaling is Amazon EC2
in which images of client software can be created and loaded on to machines
and when not required, the machines can be released. This leads to a potential
problem known as thrashing in which due to frequent variation of workload,
machines can be added and released too often, wasting resources.

A desirable solution for autoscaling would require the ability to predict the
incoming workload and allocate resources pre-emptively. [9] proposes a model
predictive control method to estimate system behaviour and predict future work-
load to acquire appropriate resources, while minimising cost.
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The main problem concerning autoscaling is the ability for users to perform
Distributed Denial of Service (DDoS) attacks in which they make legitimate
requests for a service [10]; in this case, due to the requirement of infinite scal-
ability, it would cause the service to cloud-burst in order to keep pace with
the scale of requests, and the cost of sustaining operations may be so expen-
sive that it threatens the economic sustainability of the business (known as an
Economic Denial of Sustainability (EDoS) attack). [10] provides a mitigation
method called In-Cloud Scrubber Service in which functionality is provided on a
pay-per-use basis to generate and verify cryptographic puzzles in order to prove
the legitimacy of service requests.

Figure 2: Shows rapid elasticity as one of the main 5 characteristics of the cloud
[11]

1.5 Product offerings from different providers

There are many available products on offer from various cloud service providers
(CSPs) but I will mainly focus on the major providers: Amazon, Google, Mi-
crosoft and IBM as these have been shown to work with many high-profile users
and this business is migrating a business-critical infrastructure.

Amazon offers an elastic compute public cloud service, Amazon EC2 [12],
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as part of its Amazon Web Services (AWS) system; this is an IaaS architecture
that allows pay-per-second use of virtual resources. It has inbuilt autoscaling
and allows you to increase or decrease capacity within minutes. Furthermore,
it is integrated with most other AWS services such as S3 (Storage) so it is easy
to configure multiple applications in the same cloud. The SLA commitment is
99.99% availability for each EC2 region.

Google also offers a public cloud IaaS solution in the form of Google Cloud
Platform [13]. Similarly to Amazon EC2, it has autoscaling and uses a pay-per-
second pricing model however, it has benefits over EC2 as it offers sustained-
use discounts and also allows users to create custom machines which may be
useful when hosting the custom software stack and can help to optimise costs by
avoiding over-provisioning of resources. Google also offers Google Cloud Storage
Nearline which is an archiving system that offers sub-second data availability
which could be used to store a backup of the business’s database in the public
cloud.

IBM [14] offers a public IaaS solution but also focuses on private and multi-
cloud solutions to offer flexibility, control, security and easy integration between
clouds for a hybrid solution.

Microsoft Azure [15] focuses more on private and hybrid solutions (Azure
Stack) but does offer public IaaS solutions, also with Azure autoscaling.

In terms of combining clouds for a hybrid solution, Eucalyptus [16] and
Rackspace [?] are two popular services. Eucalyptus is open source software for
building AWS-compatible private clouds and Rackspace incorporates RackCon-
nect Global which provides private network connectivity between Rackspace
and other data-centres and the cloud provider of your choice; including the
main cloud providers mentioned previously. These two systems allow a hybrid
solution to be created with ease so as to use public cloud for pay-as-you-go
scalability and low-latency web hosting, and to use private cloud for enhanced
security, control and to host sensitive data. Rackspace also offers support for
creating OpenStack private clouds; OpenStack is open source and offers large
pools of computing, storage and networking resources [17].

2 Security (include where responsibilities and li-
abilities are e.g Cloud Provider, Company or
Consumer)

2.1 Data management and protection

Data management and protection is an important issue to consider when mi-
grating this business infrastructure as it may deal with user data or business
critical data and any data breaches would not only negatively impact user ex-
perience and potentially have legal ramifications but also lead to a negative
reputation for the company, resulting further in reduced revenue which negates
the cost benefits of using the cloud.
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Due to the characteristics of the cloud, applications and data have no fixed
infrastructure and security boundaries; user data may then be accessed by unau-
thorised users [18]. To consider data protection and management, it is impor-
tant to examine all stages of the life cycle of data within the cloud and explain
the risks and mitigation techniques at each stage. The stages and risks are as
follows:

• Generation: In traditional environments, organisations own and manage
the data themselves, but in the cloud it needs to be considered how to
maintain that ownership. Users are entitled to know what private data is
being collected and so this needs to be tracked through the cloud.

• Transfer: Need to ensure data confidentiality and integrity when transfer-
ring data across enterprise boundaries.

• Use: Often the data used by cloud-based applications is not encrypted as
it will lead to problems with indexing and queries. Due to multi-tenancy,
this data is usually stored with other users’ data which is a threat to
security.

• Share: Sharing data between parties renders data permissions more com-
plex.

• Storage: Data is often encrypted for storage, however must consider the
computational efficiency of encrypting large amounts of data in the cloud,
and also be aware of key management issues; cloud providers manage the
encryption keys which is a complex process and can lead to some negative
scenarios.

• Archival

• Destruction: Need to ensure deleted data is not recoverable

One of the biggest issues to a business in my opinion is storing and using un-
encrypted data in the cloud; in 2009 IBM developed an encryption scheme that
allowed some data to be processed without being decrypted so this may be a
solution [18]. In general, the key to data privacy protection is to separate sen-
sitive data from non-sensitive data and then to encrypt the sensitive data; for
this reason I believe when migrating this business infrastructure it is best to
host any database system in a private on-site cloud.

[1] and [19] also explain data breaches and data loss or leakage as two of most
important threats; to mitigate the effects of data breaches you could encrypt
the data, however if you lose the key you lose the data. Data loss can occur
due to malicious intent, accidental deletion or by a physical event leading to
permanent loss; this can result in a loss of finance, loss of trust or even legal
ramifications. One way to potentially avoid this is to archive data in a different
cloud. For example, in this scenario, archiving the database that is hosted on
the private cloud in another secure public cloud service, possibly encrypted.
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2.2 Potential threat vectors (network, tenant, infrastruc-
ture, datacentre etc.) and Mitigation techniques (au-
tomatic and manual)

Privacy and security issues are often cited as the main obstacle to the adoption
of cloud computing for enterprises [1]. Security risks are more numerous when
dealing with IaaS as this gives more control of virtual resources to the consumer.
IaaS clouds inherit security concerns from the technologies they use but also
have new, and more challenging, ones created by multi-tenancy (large amounts
of users sharing resources)[19]. It is important to note that a lot of the security
risks that result from multi-tenancy are not applicable to a private cloud, hence
why it is best to host private data in a private cloud for this business. [19] goes on
to state how their are 3 domains within the IaaS model: machine virtualisation,
network virtualisation, physical; each domain has its own risks and mitigation
strategies. Throughout academic research, the same main threat vectors occur
when considering an IaaS cloud as we are in this essay [19], [1]:
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Threat Description Threat Vector
Abuse of cloud comput-
ing

Cloud resources can be
used to break encryp-
tion, launch DDoS at-
tacks, propagate mal-
ware and more

Tenant

Data breaches/Data
loss

These risks have been
explained in the previ-
ous section

Data-centre, Infrastruc-
ture, Network

Insecure APIs Cloud security is depen-
dent on the security of
the APIs used to access
the resources. Weak
APIs expose the system
to malicious or uniden-
tified users

Infrastructure, Tenant

Account/Service Hi-
jacking

A malicious individual
can compromise con-
fidentiality of services
and also use well-known
exploitation methods to
eavesdrop on activities
and transactions, and
even manipulate data
and responses

Network, Infrastructure

Malicious Insiders An insider can have a
huge impact on trust
and finances.

Data-centre

Shared technology is-
sues

IaaS vendors deliver
scalability by sharing
resources (CPU, caches
etc.) which leads to
potential problems
involving multiple
companies hosting ap-
plications on the same
physical system.

Infrastructure, Tenant,
Data-centre

To deal with these issues, [1] proposes two main methods: Defense in depth in
which individual security controls are combined to create a more complete and
robust solution; Honey pot in which a decoy system is set up with vulnerabilities
with the aim of collecting information about any intruders that are attempting
to attack VMs on the same system as the honey pot VM. [1] also mentions using
monitoring of the network and available resources with anticipatory measures
to protect against DoS attacks.
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[19] explains a VM life cycle which involves definition, creation, customisa-
tion, transportation to a VMM, storage in a repository, deployment, running
and undeployment; the most risky stages are transportation, storage, deploy-
ment and runtime. These stages correspond to setting up an OS, building
images, and deploying the VM into a Virtual Machine Monitor (VMM).

[19] also explains how to use cryptographic and access control techniques to
protect VMs at the storage/transportation stage. As security in the machine
virtualisation domain, the VMM hides the fact that the VM is actually a VM
by employing the use of a container. In the physical domain, the providers
must secure many data-centres, distributed globally. IBM developed a virtual
Trusted Platform Model (TPM) to provide basic security-related functions to
the VMs. To reduce some of the inherent multi-tenancy vulnerabilities, IBM
also uses a Trusted Virtual Data-centre (TVDc) approach to define which VMs
can communicate and access resources.

VM image management is also an issue since VM images need to be moved
from in-house trusted facilities to a cloud provider through unsecured networks
[19]. A solution is to encrypt several small files that are concatenated and de-
crypted to form the VM image.

When considered which cloud service provider (CSP) to use for this business,
it is important to consider how each CSP will cater to the security needs. [20]
proposes a framework for ranking cloud security services using qualitative user
requirements to avoid the user having to have detailed knowledge and extends
SLAs to include security features, creating a secSLA. This may be useful to
consider when choosing the final provider.

3 Identify and discuss the implications of other
new trends that are emerging within Cloud
Computing (focus on IaaS)

It is clear that cloud computing is here to stay, and 74% of Tech Chief Financial
Officers say cloud computing will have the most measurable impact on their
business in 2017 [?]. As more and more users turn to the cloud, big companies
have started looking toward the future of cloud technologies and the features
that will form the basis of the cloud.

[21] explains how containers will see more mainstream adoption in IaaS
clouds. Cloud containers offer an alternative to virtual machines [22]. They
are designed to virtualise a single application (e.g a MySQL container) by cre-
ating an isolation boundary at the application level rather than at the server
level so that if anything goes wrong in a container, it does not affect the whole
VM. As containers do not need a full OS to be installed more containers can be
deployed on a server than VMs, meaning more scalability using less hardware
can be achieved. Container virtualisation could be an alternative to reduce the
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virtualisation overhead and therefore improve the resource usage in data-centres
[23]. They can also reduce the start-up time of replicas, and once they carry
both an application and all of their dependencies, it can be used to automate
deployment and scaling of applications, databases and backend services which
would improve business operations. All major cloud providers are starting to
offer container services so it would be easy to update this solution at a later date.

[21] also mentions multi-vendor approach as one of the next big trends in cloud
computing. A multi-vendor approach involves hosting different parts of the
business infrastructure on different clouds. As mentioned earlier in this report,
companies like Rackspace and Microsoft are already enabling the use of mul-
tiple cloud vendors to work in tandem across different deployments, and due
to the beneficial increases in availability, reliability and security that arise from
using multiple cloud vendors, this type of approach will only grow in popularity.

[24] mentions artificial intelligence (AI) and machine learning as one of the next
big trends and the main cloud providers have already started creating AI-based
cloud services to meet the growing demand in this area.

AWS includes machine learning services for image recognition (AWS Rekog-
nition), text-to-speech deep learning (Polly) and the engine that powers Alexa
(Lex). Google also offers a Cloud Machine Learning Engine which helps ma-
chine learning engineers build models based on its open source TensorFlow deep
learning library, as well as APIs for things like natural language processing,
translation and computer vision. Microsoft’s Azure Machine Learning Studio
allows specialist developers to write, test and deploy algorithms, as well as a
marketplace for off-the-shelf APIs [25]. These examples show how the major
cloud providers are already embracing artificial intelligence and will continue
to do so as the demand increases; if the business wants to incorporate machine
learning in the future it should be possible with any one of these providers.

The implications of these companies introducing more AI-based services is
that machine learning can continue to grow and improve as due to the nature of
the cloud, more data and computational power is available to perform the ma-
chine learning, thereby leading to more powerful solutions and from a business
standpoint, creating more revenue.
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